1 Introduction

In [11] T. Crolard introduced Subtractive Logic (SL) a conservative extension of intuitionistic logic, where for every connective in the logic their dual is also a connective of the logic. In particular the logic is extended with the dual to implication called subtraction. Crolard also showed that the categorical interpretation of SL in bicartesian closed categories extended with coexponentials degenerates to a preorder. This shows that the chosen categorical interpretation does not capture the structure of the theory appropriately. In this talk I propose a categorical model of a logic called Semi-Bilinear Intuitionistic Logic (SBILL). This is the linearized version of SL. It is well known that the combination of connectives in SBILL have non-trivial models. This is the first linear subtractive logic complete with a categorical semantics.

The main point of this talk is the introduction of a new linear intuitionistic logic called Semi-Bilinear Logic (SBILL) (Section 4), and its categorical model (Section 5). However, before discussing these two main points I first motivate two key ideas. The first is the study of duality in computation, covered in Section 2, and the second is the use of category theory as a semantic framework, covered in Section 3.

2 Duality and Computation

Duality is easily seen in classical logic. For example, it is easy to show that conjunction is dual to disjunction using the de Morgan’s dualities. In classical logic we can go one step further and define a dual to implication: $A \land \neg B \overset{\text{def}}{=} \neg(A \Rightarrow B)$.

The dual to implication called subtraction, difference, or exclusion was first explicitly studied by Cecyia Rauszer [22] [23]. She developed a logic called Heyting-Brouwer logic which used Heyting algebras extended with subtraction by taking the dual of implication.

In computer science Crolard was the first to introduce the use of subtraction in SL. His main application is the study of coroutines in intuitionistic type theory [11] [12]. Crolard showed in [12] that the inhabitants of subtraction are coroutines which can only access their local environment.

Duality has been explored type theoretically and has revealed very interesting properties. Work exploiting duality in classical logics, with and without subtraction, showed that the call-by-value (CBV) evaluation strategy is dual to the call-by-name (CBN) evaluation strategy. This was shown first by Peter Selinger in [25] categorically, however, his logic did not have subtraction as a connective. The downside of Selinger’s work is that it only proved the duality up to isomorphism. In response to Selinger’s work Pierre-Louis Curien and Hugo Herbelin designed a classical type theory called the $\lambda\tilde{\mu}\tilde{\mu}$-calculus which has subtraction as a connective. They proved the duality between CBV and CBN up to syntactic equality [13]. Philip Wadler did not care for subtraction and instead designed a type theory called the Dual Calculus which contained only negation, conjunction, and cut. He was then able to define $\lambda$-expressions, and arrow types using de Morgan’s dualities. Wadler was also able to prove that CBV is dual to CBN [26] [27].

Dual to the notion of an inductive types are coinductive types which allow for the observation of infinite structures. It is possible to add coinduction to a terminating type theory while maintaining termination as long as one can show that the operations on infinite structures are always productive. A program is productive when, if it generates an infinite amount of data, then each piece of the infinite structure is generated in a finite amount of time. The study of type theories with both inductive and coinductive types is an important one. Many interesting structures can be defined using a mixture of inductive and coinductive operations [7]. However, dependent type theories with both inductive and coinductive types are not well understood. In fact coinductive types are not type safe in the core type theory of Coq [14], and in Agda it is impossible to mix inductive and coinductive definitions. I conjecture...
that logics like I discuss here will provide a framework where inductive and coinductive definitions can be used in a type safe way, and be mixed. There are other recent projects trying to achieve the same goal [1, 2, 3]. However, none of these projects are approaching the problem from the direction of dualized logics.

3 Categorical Investigations

Terminating statically-typed functional programming languages are isomorphic to logic. For example, the simply typed \( \lambda \)-calculus is isomorphic to intuitionistic propositional logic, while at the same time is a basic functional programming language. In the same vain the interactive theorem provers Coq and Agda can also be viewed as both higher order intuitionistic logics and dependently typed functional programming languages. This correspondence is part of a larger one, what I propose to call, the three perspectives of computation [1]. The three perspectives of computation is a correspondence between type theory, logic, and category theory. It asserts that all three are different takes on the same thing, computation, and interesting results in one will have interesting consequences in the others.

Language designers often want to extend their languages, and because we use the same language for logic as we do for programming we must be sure that any extensions do not result in any inconsistencies. So how do we guarantee our extensions are sound? This is the job of a well-developed semantics.

Establishing metaproperties, like consistency, of a theory is just one use of semantics. Another use is identifying defined objects with mathematical ones. This allows one to conclude facts about the defined object which correspond to facts about the semantic object. This allows one to understand the structures definable in the theory. Establishing such relationships is the key application of a category theoretic semantics.

Category theory is the abstract study of functions, and using it as a semantic framework has greatly influenced how we program in purely functional programming languages. These types of functional programming languages do not have any types of side effects. That is there is no state, hence, no assignment, and there are no primitive forms of IO.

Eugenio Moggi exploited the amazing correspondence between type theory and category theory, and showed how monads can be viewed as different forms of computation. Using his results we can implement side effects including state, IO, and even partiality. Monadic computation is a true testament to the power of categorical semantics.

Inductive and coinductive types have an initial algebra and final algebra semantics which are categorical objects. One key property of this semantics is that final coalgebras have the productivity property. These semantics have been used extensively in the study of theories containing such types. Another property this semantics reveals is the connection between induction and least fixpoints, and coinduction and greatest fixpoints [16, 17]. Thus, using these results we can justify the correctness of functions implementing various fold operations.

At this point it is easy to see that categorical semantics is very powerful, and can be used to study the structure of logic, type theory, and general purpose programming languages. However, before this power can be properly harnessed one must first construct a categorical model of the theory. This is the precise objective of my current work.

4 Semi-Bilinear Logic

Linear logic is a substructural logic with the enforcement that in any proof every hypothesis is used exactly once. It was Jean-Yves Girard who first proposed linear logic as a refinement of classical logic and intuitionistic logic [15]. The key aspect of Girard’s genius is that he thought to combine the dualities of classical logic with the constructive structure of the latter. It is this eye towards duality that suggest that linear logic will be a great candidate for the study of subtraction. It is surprising that Girard did not include it originally, however, it was not until Joachim Lambek that subtraction was added to linear logic under the name of Bilinear Logic [19, 18]. However, Bilinear Logic is classical and we are interested in intuitionistic linear logic.

Semi-Bilinear Intuitionistic Logic (SBILL) consists of every connective of full intuitionistic linear logic, plus the dual of each of those connectives which includes subtraction. I call it “Semi-Bilinear” because it does not have all the metaproperties of bilinear intuitionistic logic. I adopt a simpler formalization, but sacrifice the cut-elimination property. This is not a terrible sacrifice, because cut elimination already fails for full intuitionistic linear logic [24]. The definition of SBILL is in Section A I denote the dual, linear subtraction, to linear implication, \( A \rightarrow B \), as \( A \leftarrow B \). The judgment of SBILL is of the form of \( \Gamma \vdash \Delta \) where \( \Gamma \) is the set of hypothesis, and \( \Delta \) is the set of conclusions.

\( ^{1} \)This correspondence is also known as the Curry-Howard isomorphism or the propositions-as-types proofs-as-programs correspondence.
5 A Categorical Model

As I said before category theory is the abstract study of functions. Its most fundamental structure is the category.

Definition 1. A category consists of the following data:

- a collection of objects which I denote by $A, B, C, D, \ldots$,
- a collection of morphisms (also called arrows) which I denote by $f, g, h, j, \ldots$,
- two assignments src and tar which assign a source object, and a target object to each morphism. For any morphism $f$ if src$(f) = A$ and tar$(f) = B$, then I write $f : A \to B$,
- an identity morphism $id_A : A \to A$,
- for any morphisms $f : A \to B$ and $g : B \to C$ there must exist a morphism $g \circ f : A \to C$ called the composition of $f$ and $g$,

and the following equalities must hold:

- for any morphism $f : A \to B$, $id_B \circ f = f$, and $f \circ id_A = f$, and
- for any morphisms $f : A \to B$, $g : B \to C$, and $h : C \to D$, $(h \circ g) \circ f = h \circ (g \circ f)$.

A logic is interpreted in a categorical model by finding a category suitable for interpreting formulas as objects of the category and sequents as morphisms. This means there must exist a suitable interpretation of contexts. Assuming one exists, then $\llbracket \Gamma \vdash \Delta \rrbracket = \phi : \llbracket \Gamma \rrbracket \to \llbracket \Delta \rrbracket$ where $\phi$ is a morphism in the desired category. However, before such an interpretation can be defined, we must first find a category with the structure which captures one logic.

The categorical model of intuitionistic linear logic is well understood. A complete model can be found in the work of Gavin Bierman [6, 5] called Linear Categories. These are essentially symmetric monoidal categories. That is the category is extended with the notion of tensor with some suitable equalities. Monoidal categories go all the way back to Saunders Mac Lane, one of the founders of category theory. Full intuitionistic linear logic contains only half of SBILL. Its connectives are linear implication, tensor, conjunction and disjunction, their units, and of-course (denoted !). Now co-intuitionistic linear logic has the dual of all the previous connectives. Thus, it contains linear subtraction, par, conjunction, disjunction, their units, and the dual to of-course called whynot (denoted ?). Gianluigi Bellin showed in [4] that by taking the dual of a Bierman’s linear categories one obtains a categorical model of co-intuitionistic linear logic.

Thus, to obtain a categorical model of SBILL one must take the union of these two models. However, this union does not capture all of the structure of SBILL. It will not capture the fact that SBILL has multiple conclusions.

To model multiple conclusions additional axioms connecting the two sides of the model are needed. These axioms place a strength constraint on one of the two connectives. This then allows for the interpretation of hypothesis of a sequent to be equal to the tensor of all the formulas, and the interpretation of the conclusions to be equal to the par of all the formulas. These axioms can be imported into our model by requiring the model to be linearly distributive. Linearly distributive categories have been rigorously studied by J.R.B. Cockett, R.A.G. Seely, R.F. Blute, and T.H. Trimble. I cite only a few papers in this line of work [9, 10]. Using these facts we can now prove that a category that is a linear category, a co-linear category, and is linearly distributive is a model of SBILL:

Theorem 2. A categorical model of SBILL is any category that is a linear category, a co-linear category, and is linearly distributive.

6 Conclusion

I motivated the study of duality and computation by discussing some of the key points in the literature, and then motivated the use of category theory as a semantic framework. Finally, I introduced Semi-Bilinear Logic (SBILL), and its categorical model.

Future Work. The main property I wish to prove in the future is that adding inductive types and adding the obvious dual of inductive types will yield coinductive types with the productivity property without any syntactic restrictions. In addition I hope to show that these can be freely mixed. To prove these properties the categorical model introduced here will be invaluable.

Linear logic has been shown to have a resource semantics. What this means is that one can interpret each formula as a resource. The linear property on formulas now enforces that each resource can be used only once. Now using this style of semantics one can prove properties of concurrent programs. The question I would like to investigate is “does the presence of perfect duality yield any new and interesting properties?” This has never been explored.
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A Definition of SBILL

Syntax:

(Formulas) \( A, B, C \) ::= \( \bot \mid \top \mid 0 \mid A \rightarrow B \mid A \leftarrow B \mid A \odot B \mid A \oplus B \mid A \times B \mid A + B \mid !A \mid ?A \)

(Contexts) \( \Gamma, \Delta \) ::= \( \cdot \mid A \mid \Gamma, \Delta \)

Inference Rules:
\[
\frac{\Gamma \vdash \Delta \quad \Delta \vdash \Gamma \vdash \Delta}{\text{WNW}} \quad \frac{\Gamma \vdash \Delta}{\text{WNW}}
\]