Introduction. Over the course of the last thirty years interactive proof assistants based on the correspondence between logic and programming languages have been used to formalize the correctness of several substantial projects, for example, the CompCert project \cite{compcert} built a fully verified C compiler that has withstood grand attempts at finding bugs within it \cite{compcertbugs}, and seL4 \cite{se4} is the first fully verified secure microkernel, and it withstood its own trials when skilled hackers tried to comprise a system running seL4 \cite{se4security}. These large scale projects show that the use of these types of platforms is important and leads to more correct implementations, but there are major limitations when it comes to the underlying technology of interactive proof assistants. In particular, it is very difficult to formalize the correctness of resource dependent systems which require the precise tracking of the use of resources. Substructural logics are resource conscious logics that do precisely track the use of resources, but modern day proof assistants do not provide much support for their use in formalizations, and formalizations that do require the use of substructural logics are forced to use complex encodings \cite{complexencoding}, and thus, putting their use outside the reach of domain experts.

This talk introduces a new project that proposes a new platform, called Tenli, that integrates substructural logics with dependent types to combine the power of both worlds. In this talk I introduce the initial ideas that will lead to Tenli’s development, and give several interesting theoretical and practical directions for future research.

Substructural logics are characterized by which structural rules they allow. In this talk I will consider substructural logics that are determined by combinations of the structural rules of associativity, exchange (symmetry or commutativity), weakening, and contraction. In total, by combining these rules in different ways one obtains sixteen different substructural logics including the substructural logic without any of them. The most popular substructural logics in computer science like Commutative/Non-commutative Linear Logic, Commutative/Non-commutative Affine Logic, Commutative/Non-commutative Relevant Logic (or contraction logic), Associative/Non-associative Lambek Calculus are among the sixteen.

Benton \cite{benton} showed that by taking a symmetric monoidal adjunction $I : F \dashv G : \mathcal{L}$ between a symmetric monoidal closed category (a model of intuitionistic linear logic), $\mathcal{L}$, and a cartesian closed category (a model of intuitionistic logic), $I$, one obtains a mixed linear/non-linear model capable of producing a logic where both intuitionistic logic and linear logic can be used simultaneously in a very natural way called LNL logic. In fact, contexts indexing sequents of LNL logic contain hypotheses from both logics without any annotations.

Suppose $\mathcal{M}_1$ and $\mathcal{M}_2$ are two categories with a bifunctor $\otimes : \mathcal{M}_1 \times \mathcal{M}_2 \rightarrow \mathcal{M}_3$, a distinguished object $I \in \text{Obj}(\mathcal{M}_1)$, and the two natural isomorphisms $\lambda_A : A \otimes I \rightarrow A$ and $\rho_A : I \otimes A \rightarrow A$. We call these categories magmoidal categories with a unit. Examples of magmoidal categories with a unit are monoidal categories, symmetric monoidal categories, and cartesian closed categories. Benton’s LNL models can be generalized to magmoidal categories. Simply, take an adjunction $\mathcal{M}_1 : F \dashv G : \mathcal{M}_2$ called an adjoint model where the functors $F$ and $G$ preserve the magmoidal structure similarly to monoidal functors, but without the coherence diagram for the associator. Now if we add to $\mathcal{M}_1$ some structural rule, for example, by making $\mathcal{M}_1$ a monoidal category, then we obtain an adjoint model that corresponds to a logic where the Lambek calculus ($\mathcal{M}_1$) and the non-associative Lambek calculus ($\mathcal{M}_2$) are mixed similarly to LNL models. We can do this for all the available structural rules, another example would be by taking $\mathcal{M}_2$ to be a symmetric monoidal category, and $\mathcal{M}_1$ to be a symmetric monoidal category with weakening. This adjoint model corresponds to the logic that mixes affine logic ($\mathcal{M}_1$) with linear logic ($\mathcal{M}_2$).

Suppose $\mathcal{M}_1 : F \dashv G : \mathcal{M}_2$ is an adjunction. It is well known that the endofunctor $FG : \mathcal{M}_2 \rightarrow \mathcal{M}_2$ induces a comonad; here a magmoidal comonad. This comonad pulls all of the structure from $\mathcal{M}_1$ into $\mathcal{M}_2$, but in a controlled way. Perhaps a lesser known result, due to Melliès \cite{mellies}, is that if we have an adjunction $\mathcal{M}_1 : F \dashv G : \mathcal{M}_2 : H \dashv J : \mathcal{M}_3$, then the induced comonad $HFGJ : \mathcal{M}_1 \rightarrow \mathcal{M}_3$ pulls all of the structure from both $\mathcal{M}_1$ and $\mathcal{M}_2$ into $\mathcal{M}_3$. In fact, we can think of this comonad as the composition of the two comonads $HJ : \mathcal{M}_1 \rightarrow \mathcal{M}_3$ and $FG : \mathcal{M}_2 \rightarrow \mathcal{M}_3$, but by using adjunctions the distributive laws needed to compose (co)monads are not necessary. From a logical perspective this gives us a way of combining multiple substructural logics to define new ones that combine structural rules.

Now suppose we have four basic substructural logics we call $\mathcal{A}$ for associativity, $\mathcal{E}$ for exchange, $\mathcal{W}$ for weakening, and $\mathcal{C}$ for contraction; all are essentially magmoidal categories with a single structural rule. Then the following adjoint model corresponds to a logic that can modularly define all sixteen substructural logics discussed above:
The category $M$ is a magmoidal category with no structural rules, and its job is to bring all the others together so that they can either be used independently, or mixed.

Using the previous model we can now summarize the Tenli design. It consists of the four basic substructural logics, the corresponding logic to magmoidal categories we call MI, and a dependently typed language called DTL in adjunction with MI. We summarize the Tenli design as follows:

In the previous diagram each line corresponds to a syntactic adjunction similarly to Benton’s LNL logic. As one might expect the core language is rather complex with lots of syntax for each adjunction. The language DTL will be setup similarly to Krishnaswami et al.’s [3] integration of dependent types with linear logic. The job of the surface language is to make the syntax more programmer friendly, but it will also supply several more features that will make designing domain specific languages easier.

The Tenli design results in a very general language where a number of substructural logics can be used, mixed, and combined with dependent types to formalize both software and systems. Its impact could be substantial. Because of Tenli’s generality it is a great candidate to be a system that can be used to develop (embedded) domain specific languages. The project plans to investigate meta-programming with dependent and substructural types and generic programming to make the development of domain specific languages easier.

**Conclusion.** The Tenli project seeks to develop a proof assistant that integrates substructural logics with dependent types. It is the hope of the project to develop Tenli so that it can be used to develop domain specific languages that make use of dependent types and/or substructural logics to formalize software and systems. After the creation of Tenli we plan to use it to develop a domain specific language for conducting threat analysis using attack trees.
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